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Abstract In this paper, we review recent advances in the approximation of multi-
variate functions using eigenfunctions of the Laplace operator subject to homoge-
neous Neumann boundary conditions. Such eigenfunctions are known explicitly on
a variety of domains, including the d-variate cube, equilateral triangle and numer-
ous other higher dimensional simplices. Practical construction of truncated expan-
sions is achieved using a mixture of asymptotic and classical quadratures. Moreover,
by exploiting the hyperbolic cross, the number of expansion coefficients need only
grow mildly with dimension.

Despite converging uniformly throughout the domain, the rate of convergence
of such expansions may be slow. We review two techniques to accelerate conver-
gence. The first smoothes the function by interpolating certain derivatives of the
function evaluated on the boundary of the domain. The second numerically com-
putes a smooth, periodic extension of the function on a larger domain.

1 Introduction

The subject of this paper is the approximation of a multivariate function f : Ω → R
in eigenfunctions of the Laplace operator subject to homogeneous Neumann bound-
ary conditions:

−4φ(x) = µφ(x), x ∈Ω ,
∂φ

∂n
(x) = 0, x ∈ ∂Ω . (1)
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The one-dimensional case of (1) was proposed and studied in [16] and has led to a
rapidly growing list of papers on numerical aspects of eigenfunction expansions and
related topics, which we will briefly review throughout this text.

We assume that the domain Ω ⊂Rd is non-empty, bounded and simply connected
with piecewise smooth boundary. The eigenvalues of (1), µn ≥ 0, n ∈ N, are real,
countable and have no finite limit point in R. The corresponding eigenfunctions,
φn(x), are orthogonal. Aside from the zero eigenvalue µ0 = 0 with eigenfunction
φ0(x)≡ 1, all eigenvalues are positive.

Let (·, ·) be the standard Euclidean inner product on Ω with associated norm ‖·‖.
A function f may be expanded in the infinite series

f (x)∼
∞

∑
n=0

1
‖φn‖2 f̂nφn(x), (2)

where f̂n = ( f ,φn). Standard spectral theory confirms density of the set {φn : n∈N}
in L2(Ω) [11], thereby verifying convergence of this expansion in the L2(Ω) norm.

In the unit interval Ω = (−1,1), trivial calculations establish that

f (x)∼ 1
2

f̂ [0]
0 +

∞

∑
n=1

{
f̂ [0]
n φ

[0]
n (x)+ f̂ [1]

n φ
[1]
n (x)

}
, (3)

where φ
[0]
n (x) = cosnπx and φ

[1]
n (x) = sin(n− 1

2 )πx. Such expansion bears a striking
resemblance to the classical Fourier expansion. For this reason we refer to (2) as a
modified Fourier expansion. However, unlike the former, the series (3) converges
uniformly on [−1,1]. If this series is truncated after N terms, the uniform error is
O
(
N−1

)
, whereas away from the endpoints the pointwise error is O

(
N−2

)
[21].

In comparison, the truncated Fourier sum exhibits an O
(
N−1

)
error away from the

endpoints, but uniform convergence is lacking (the Gibbs phenomenon).
The improvement in convergence stems from the Neumann boundary conditions.

Suppose that µ 6= 0 is a Laplace–Neumann eigenvalue with corresponding eigen-
function φ . Then, for f ∈ H2(Ω), two applications of Stokes’ theorem yields

( f ,φ) =− 1
µ

( f ,4φ)

=− 1
µ

∫
∂Ω

f (x)
∂φ(x)

∂n
dx+

1
µ

∫
∂Ω

∂ f (x)
∂n

φ(x)dx− 1
µ

(4 f ,φ).

After substituting the boundary conditions, we obtain

( f ,φ) =
1
µ

∫
∂Ω

∂ f (x)
∂n

φ(x)dx− 1
µ

(4 f ,φ).

In the univariate setting, for example, the coefficients f̂ [i]
n = O

(
n−2
)
, ensuring uni-

form convergence of the expansion. In fact, iterating the above process, we obtain
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f̂ [i]
n =

k−1

∑
r=0

(−1)n+i
[

f (2r+1)(1)+(−1)i+1 f (2r+1)(−1)
]

[(n− i
2 )π]2r+2

+O
(

n−2k−2
)

, (4)

for any k ∈ N+ = N\{0}. In comparison, the classical Fourier sine coefficient∫ 1

−1
f (x)sinnπx dx = O

(
n−1) .

Non-uniform convergence of the Fourier expansion is now apparent.
Modified Fourier expansions possess great generality and relative simplicity.

However, in the tensor product setting at least, they are usually cast aside in favour
of spectrally convergent approximations comprised of orthogonal polynomials.

Nonetheless, such expansions enjoy a number of advantages. First, the coeffi-
cients f̂n can be computed efficiently using a variety of numerical quadratures. The
mainstay of this is the observation that the eigenfunctions φn become increasingly
oscillatory for large n, thus facilitating the use of efficient computational schemes
for highly oscillatory integrals. These enable the computation of coefficients one-
by-one at a fixed cost per coefficient. In this manner, any M coefficients can be com-
puted in O (M) operations. This approach is also completely adaptive: increasing M
does not require recalculation of existing values. When looking at the computational
cost, such a scheme compares favourably over alternative approaches, in particular
the FFT. On the other hand, unlike in the FFT, the accuracy of each computed co-
efficient is not necessarily coupled to the total number of coefficients. Still, due to
this adaptivity, modified Fourier expansions can successfully exploit tools such as
the hyperbolic cross to greatly reduce the number of approximation coefficients. We
consider this further in Section 3. For a discussion of the particular quadratures used
in modified Fourier expansions, we refer the reader to [14, 16, 18].

Modified Fourier series offer a number of benefits with regard to applications.
First, they lead to considerably better conditioned matrices than polynomial-based
spectral methods for differential equations [2, 3]. Second, they allow for cheaper
and faster calculation of spectra of highly oscillatory Fredholm operators [8].

Modified Fourier expansions possess at least one other virtue: Laplace–Neumann
eigenfunctions are known explicitly in a number of non-tensor product domains,
including the equilateral triangle [14]. We consider this further in Section 5.

Unfortunately the convergence rate of such expansions may be slow. In Section
4 we introduce two techniques to accelerate convergence.

2 The d-variate cube

Univariate modified Fourier expansions were introduced in [16]. Their extension to
the d-variate cube Ω = (−1,1)d , studied in [18], is obtained by Cartesian products.
If n = (n1, . . . ,nd) ∈ Nd and i = (i1, . . . , id) ∈ {0,1}d are multi-indices then
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f (x)∼ ∑
i∈{0,1}d

∑
n∈Nd

f̂ [i]
n φ

[i]
n (x), (5)

where φ
[i]
n (x) = φ

[i1]
n1 (x1) . . .φ

[id ]
nd (xd). Convergence of the expansion (5) has been

addressed in [2]. As described, this is best studied in so-called Sobolev spaces of
dominating mixed smoothness:

Hq
mix(Ω) = { f ∈ L2(Ω) : ∂

β1
x1

. . .∂ βd
xd

f ∈ L2(Ω), 0≤ β1, . . . ,βd ≤ q}, q ∈ N.

Observe that Hqd(Ω)⊂Hq
mix(Ω)⊂Hq(Ω), where Hq(Ω) is the qth classical Sobolev

space. Such spaces occur in a range of applications, including sparse grids [9] and
hyperbolic cross approximations [22, 23]. In relation to modified Fourier expan-
sions, we have the following result:

Theorem 1 (Adcock [2]). The set {φ [i]
n : n ∈ Nd , i ∈ {0,1}d} is dense and orthogo-

nal in H1
mix(−1,1)d .

This theorem highlights the advantage over the Fourier basis. Uniform conver-
gence of the expansion (5) follows immediately from the continuous embedding
H1

mix(Ω) ↪→C(Ω̄) [2].
For numerical computations we must truncate the expansion (5) suitably. To do

so, we include only those coefficients n ∈ IN , where IN ⊂ Nd is finite. Standard
intuition leads to the full index set

IN = {n ∈ Nd : 0≤ n1, . . . ,nd ≤ N}. (6)

Provided the function f is sufficiently smooth, convergence rates of O
(
N−2

)
and

O
(
N−1

)
are observed inside the domain and on the boundary respectively [2, 21].

Unfortunately |IN | = O
(
Nd
)
, rendering such expansions expensive to construct in

two or more dimensions. However, as we now consider, this figure can be signifi-
cantly reduced without affecting convergence rates unduly.

3 The hyperbolic cross

The majority of coefficients f̂ [i]
n with indices n in the set (6) have negligible contri-

bution to the overall approximation. An alternative criterion to define IN is to include
only those coefficients with absolute value greater than some tolerance ε .

Due to the simple tensor product setting, the coefficients f̂ [i]
n are O

(
n−2

1 . . .n−2
d

)
for large n1, . . . ,nd , provided f ∈ H2

mix(Ω). In fact, by applying the univariate ex-
pansion (4) in each variable, we readily obtain a multivariate analogue [2, 18]. Re-
turning to the construction of IN and setting the tolerance ε = N−2 we obtain the
hyperbolic cross index set

IN = {n ∈ Nd : n̄1 . . . n̄d ≤ N}, (7)
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where m̄ = max{m,1} for m∈N. A simple calculation (see [13]) verifies that |IN |=
O
(
N(logN)d−1

)
. This figure grows much more mildly with dimension than the

corresponding value of O
(
Nd
)

for the index set (6).
The application of the hyperbolic cross (7) to modified Fourier expansions was

introduced in [13]. As the following theorem demonstrates, this greatly increases
their effectiveness without deteriorating the convergence rate unduly:

Theorem 2 (Adcock [2]). Suppose that fN is the truncated modified Fourier ex-
pansion of f based on (7). Then f (x)− fN(x) is O

(
N−2(logN)d−1

)
for x ∈ Ω and

O
(
N−1(logN)d−1

)
for x ∈ ∂Ω .

4 Accelerating convergence

As demonstrated, the convergence rate of modified Fourier expansion is typically
slow. In this section we discuss two approaches to accelerate convergence.

4.1 The Lanczos representation and its computation

Consider the univariate setting. The quality of the approximation fN is improved if
f satisfies

f (2r+1)(±1) = 0, r = 0, . . . ,k−1, (8)

for some k = 1,2, . . . (the analogue of periodicity for modified Fourier expansions).
This is manifested in a number of ways. First, recalling (4), we observe more rapid
decay of the coefficients f̂ [i]

n =O
(
n−2k−2

)
. Moreover, the expansion fN converges to

f in the H2k+1(−1,1) norm [3], and the pointwise convergence rate is O
(
N−2k−2

)
in (−1,1) and O

(
N−2k−1

)
at the endpoints [21]. If f does not satisfy (8) a standard

approach is to seek a smooth function p such that

p(2r+1)(±1) = f (2r+1)(±1), r = 0, . . . ,k−1, (9)

and decompose f as ( f − p)+ p. This is referred to as the Lanczos representation
[20]. Since f − p obeys (8), the new approximation defined by gN = fN − pN + p
converges at the faster rates prescribed above. Usually the function p is chosen to
be a polynomial of degree 2k. In view of this fact, this process is often referred to as
polynomial subtraction [19].

Unfortunately, this process requires exact derivatives. Such values (or functions
of (d−1) variables when d ≥ 2) are unknown in general. However, if approximated
to sufficient accuracy, the convergence rate of gN need not deteriorate. One approach
to accomplish this is Eckhoff’s method [10].

The approximation gN (a linear combination of a finite modified Fourier sum and
a polynomial) with p satisfying (9) also satisfies ĝN

[i]
n = f̂ [i]

n +O
(
n−2k−2

)
. To avoid
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the use of derivatives, we construct a new function gN that satisfies this condition
approximately: ĝN

[i]
n = f̂ [i]

n , n = 0, . . . ,N +k, i = 0,1. With gN defined in this manner,
it can be shown that the convergence rate does not deteriorate in comparison to
polynomial subtraction [4].

The extension of this method to the d-variate cube is achieved by formulating an
approximation gN satisfying

ĝN
[i]
n = f̂ [i]

n , 0≤ n1, . . . ,nd ≤ N + k, i ∈ {0,1}d .

In this setting, gN consists of Cartesian products of univariate polynomials and mod-
ified Fourier eigenfunctions. Analysis of this approximation was presented in [1].

4.2 The Fourier extension problem

An alternative to the explicit subtraction of a smooth function interpolating bound-
ary conditions is to enlarge the initial function space. A particular example that
leads to interesting results and analysis is to consider both Laplace–Neumann and
Laplace–Dirichlet eigenfunctions, as pursued in [12]. This combination of two or-
thogonal bases is no longer a basis itself, but a frame. It is overcomplete and there-
fore many representations of f may exist. The approach taken in [12] to single out
a useful representation is through a least squares criterion, following earlier results
in [6, 7]. It is shown that exponential convergence is achieved when f is analytic.

Laplace–Dirichlet eigenfunctions on [−1,1] are cos(n− 1
2 )πx and sinnπx, n =

1,2, . . .. Combined with (3) and rearranging terms, this leads to an approximation
gN(x) of the form

f (x)≈ gN(x) =
1
2

a0 +
N

∑
n=1

(
an cosn

π

2
x+bn sinn

π

2
x
)

.

Thus one is looking for a periodic function on [−2,2], to represent f on [−1,1].
This function has exactly the form of a classical Fourier series, hence the name
Fourier extension. It is shown in [12] that the least squares problem can be converted
into a polynomial approximation problem. Convergence theory and fast algorithms
then follow from existing results on orthogonal polynomials. In particular, assuming
sufficient analyticity of f near [−1,1], we have (see [12, Th3.14])

f (x)−gN(x)∼ (3+2
√

2)−N , x ∈ [−1,1].

The extension of this approach to multivariate functions is straightforward in prac-
tice (see [7]), but delicate in theory. The generalisation of the theoretical analysis in
[12] to many dimensions is a topic of current research. Preliminary results are along
the lines of the theory described in Section 5.
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In Figure 1 we compare this approach and Eckhoff’s method for univariate and
bivariate examples. Exponential convergence of the former is verified. Despite of-
fering only algebraic convergence, when k = 8 Eckhoff’s approach yields similar
results.
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f (x) = ex f (x,y) = e2x−y

Fig. 1 Log uniform error log10 ‖ f − gN‖∞ where gN is Eckhoff’s approximation with k = 2
(squares), k = 4 (diamonds), k = 8 (circles) or the Fourier extension approximation (crosses).

5 The non-tensor product case

The identification of modified Fourier expansions with eigenfunctions of the Laplace
operator provides a useful link with geometry. The scope of multivariate modified
Fourier expansions can be extended to include all domains for which eigenfunc-
tions of the Laplace operator are known explicitly. A large and interesting family
of domains consists of the so-called fundamental regions of root systems. These are
simplical domains with special symmetry properties such that Rd can be tiled by
reflecting the domain across all its sides and repeating the process indefinitely. It
was first observed in [5] that eigenfunctions of the Laplace operator are obtained by
symmetrizing classical multivariate Fourier series with respect to the set of symme-
tries described by a root system. The simplest example is the one-dimensional case,
related to even symmetry in the root system A1:

cosnπx =
1
2

einπx +
1
2

e−inπx.

In two dimensions, three triangles are associated to root systems: the equilateral
triangle (root system A2), the right isosceles triangle (B2) and the triangle with an-
gles π

2 , π

3 and π

6 (C2). The case of the equilateral triangle has been described in the
context of modified Fourier series in more detail in [14]. In this case, each eigen-
function is a linear combination of six plane waves, and the symmetries involved
are those of the dihedral group D3. It is expected that the other cases can be treated
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similarly and, moreover, the theory of root systems may enable the approximation
of multivariate functions on a long list of three- and higher dimensional simplices.
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